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As a possible example on how the SIMARGL architecture can be used in a real, distributed and complex 
environment, Figure 2 depicts a possible use case enlightening both the potential and the flexibility of the 
SIMARGL toolkit to match production-quality deployments.  
 

 
Figure 2: Example of the deployment of the SIMARGL toolkit in a realistic use case. 

 
As shown, the SIMARGL architecture is general enough to match complex scenarios. As regards the 
SIMARGL Data Layers, different types of implementation are shown. One stack has been adapted to act as a 
probe and deployed in two portions of the network, whereas the other is used to feed the architecture with 
historical data. Consequently, the degrees of sophistication of the two variants are very different. In the 
first case, different layers are needed to encapsulate the functionalities of the probes or to implement a 
suitable data wrapper and importer. Instead, in the second case, the SIMARGL Data Layer could reduce to a 
simple data connector or database driver.  
Concerning the computational units, that can be deployed in different portion of the managed 
system/deployment and also run in a multi-tenant flavour.  
The application (a visualization service, in this example) can interact with the different Computational Units 
by using a suitable API.  
 
Lastly, we showcase a simpler use case, which demonstrates the flexibility of the architecture at the basis 
of the SIMARGL toolkit. Figure 3 depicts an on-line scanning service implemented by using SIMARGL.  
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Figure 3: The SIMARGL layered architecture implementing an online scanning service. 

Specifically, we consider a service with the following life-cycle: i) the user uploads a file to the service to 
check the presence of malware/stegomalware, ii) the service performs the scan; iii) a visual feedback is 
provided back to the user. The architecture depicted in Figure 3.a implements the service by using all the 
components envisaged for SIMARGL. Thus, the file is handled by the application and analysed in a backend 
implementing the proper computational aspects and storing the signatures or the rules needed to evaluate 
the presence of a threat. However, this architecture could be too complex for the service to be delivered. 
Therefore, Figure 3.b shows a simpler implementation where all the unneeded layers have been removed 
or merged. This is, for instance, the case of the data layer. In fact, when in the presence of simple static 
signatures without the need of any real-time data acquisition or processing, it reduces to a simple I/O 
interface towards a dataset.  
  

(a)	 (b)	
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Figure 5 Two-nodes cluster visualised in Docker Swarm Visualizer tool. 

 
Using single command-line sentence user may easily scale-up and scale-down the system, as it has been 
shown in Figure 6. In the provided example, user replicates KerasModel service. As the replicas are 
automatically distributed over two computational nodes. As a result, the entire system can now handle 
more traffic/data than before.  
 
  

  
Figure 6 Example of replicating KerasModel service. 


























































































